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ABSTRACT

## Machine Learning Applications have increased the need of developing efficient architecture for advanced acceleration to accommodate the enormous data load. There is a need of designing computer systems that can work on data-intensive models to provide results that are accurate and reliable. To achieve the goal of learning efficient, the hardware design plays an important role as much as the software stack on it. In this paper, I have studied an overview of various approach to solving hardware dependency and bottleneck for study and research purposes. The paper proposes that an intelligent architecture should be designed to handle increasing data load well. There are several examples presented that show how to exploit each of the resources described to design a much more efficient and high-performance computing system for study purposes without the need of depending upon per-head development board count for projects and research in the field of accelerated architecture for machine learning applications. The paper especially discusses recent research that aims to fundamentally reduce communication overhead and memory latency, practically enabling computation close to data, with integrated software stack for accelerated performance leading to efficient hardware-software co-design. The paper concludes with some proposal to adopt in order to limit the dependency on hardware that is also changing frequently to build computing architecture and designs for future study. This short paper provides a summary of the various works that are happening in recent times in both academia as well as industry which can be leveraged to further work that may be beneficial to study the scope of advanced computers.

1. Introduction

## Machine Learning is a type of Artificial Intelligence that provides an infrastructure in form of various models and algorithms, for the software applications to predict outcomes without being explicitly programmed to do so in a classical approach. Efforts are in place to make the process as accurate as possible. However, with the boom of Artificial Intelligence in the era of technological advancement, the enormous amount of data has exposed the limitation with computing. Computing resources are bottlenecked by data. The emergence of large amounts of data has stresses the storage, data-transfer, and primarily computation capability of the advanced high-end processors that we use. These limitations have therefore impacted the performance optimization process and there is a huge dependency on data center and servers for data communication. As a result, various artificial intelligence application’s performance, efficiency and scalability are bottlenecked by the never-ending data overload. The existing computing systems process increasingly large amounts of data, but this infrastructure might not be available for study purposes to researchers because of various license and need of having physical laboratory resources. Data is key for many modern workloads and systems, and this era of digitalization during the Covid-19 pandemic and even furthered the importance of data and need of having resources to extract results out of it.

## Significant workloads (e.g., machine learning, autonomous vehicles, global web broadcast, gene structure analysis), whether they execute on huge data servers or computing systems are all data intensive. All these applications demand efficient processing of large amounts of data with highest level of accuracy possible. With rapid increase in the software industry and data analytics, the system for data-intensive computing is strengthened further with data that is generated more than present day systems can process. The huge overload in data around genes, mutations study and health parameters around the covid-19 surge was a big example of how much there is a need of having secure and reliable computing resources [1]. Processors equipped with units and engines that are specifically computing oriented have been put in place now with the emerging technology in the field of processor architecture. However, the way these Processors are designed, modern computers using them are not efficient at dealing with large amounts of data: large amounts of application data greatly overwhelm the storage capability, the communication capability, and the computation capability of the modern machines we design today. Therefore, data becomes a large performance and energy bottleneck, and it greatly impacts system reliability and security as well.

There is a need of advanced research in the field of computer architecture in order to develop and collaborate the technological advancements employed in Graphics Processing Units (GPUs), Tensor Processing Units (TPUs) and Application Specific Integrated Chips (ASIC). To bolster the research community, the dependency on hardware and servers can be overcome using efficient software-hardware co-design approach and tools like simulators and emulators to test on the accuracy of the design. This limits the scope of research due to Electronics Design Automation (EDA) industry license and version maintenance bottlenecks which is suitable more for industry-based projects rather than research projects. If these limitations on research objectives are lifted, then much diversified and robust techniques can be tested at the academic level. This demand was an open-source platform for small scale industry and academics which provides the infrastructure of a configurable and reconfigurable hardware stack which has software coupled optimizations employed to it. As a prime example, there is a research work providing evidence that the potential for new open-source based computer architecture tools and software can prove out to be helpful to develop advanced computer architecture and cross-domain developments like Accelerators for data-intensive applications by using FPGA-cloud without use of giant Servers [2]. Furthermore, the tedious process involved in the design of processor-centric design of modern computing systems is one prime cause of why data overwhelms modern machines. Similarly, due to the current processor-centric design paradigm, a large fraction of the system resources is dedicated to units that store and move data (i.e., to serve the computation units), and actual computation units constitute only ~5% of an entire processing node [8] – yet, even then, data access is still a major bottleneck due to the large latency and energy costs of accessing large

amounts of data.

1. Scope of Hardware

## Our starting axiom for an intelligent architecture is that it should handle (i.e., store, access, and process) data well. But what does it mean for an architecture to handle data well?

First, the system should ensure that data does not overwhelm its components. Doing so requires effort in intelligent algorithms, intelligent architectures and intelligent whole system designs that are co-optimized cross-layer (i.e., optimizations spanning across algorithms-architectures- devices), in a manner that puts data and its processing at the center of the design, minimizing data movement and maximizing the efficiency with which data is handled, i.e., stored, accessed, and processed (e.g., as exemplified in [4-38, 120]). We call this first principle *data-centric architectures*.

Second, an intelligent architecture takes advantage of the last amounts of data and metadata that flow through the system, to continuously improve its decision making, by bettering its policies.

1. ASICs and FPGAs

## As per the analysis on the works happening around evolving hardware architectures, it was found that the existing computing architectures are not at-par with the requirement for various computing applications and that’s why they fall short of handling data well. The modern architecture is based on certain hardware to build designs efficiently. Some of them have been analyzed and the observations are stated as follow.

First, modern architectures are poor at dealing with data: they are designed to mainly store and move data, as opposed to compute on the data. Most system resources serve the processor (and accelerators) without being capable of processing data. Doing so would eliminate the huge data access bottleneck of processor-centric systems, thereby improving performance, reducing energy consumption, alleviating off-chip bandwidth requirements (and hence area and cost), likely reducing system and hardware design complexity, as well as opening new opportunities for improving system security and reliability by handling data more locally in or near where it resides.

Second, classical architectures are not proficient enough to take advantage of the data available to them during online operation and over time. Because the models that they are employing are still using same hardware architectures that are designed with a policy that is is rigid and hardcoded by a developer, who might not be aware about the use case of on-fly runs and operations. To achieve exceptional performance, it is important to stress the available memory and make use of the hardware resources as judiciously as possible. The reconfigurable technology like FPGAs too have this demerit when the design is synthesized and put on the available Configurable Logic Blocks and Look Up Tables.

When these designs are used for machine learning applications, same architecture is used. I propose a design which can be not just reconfigurable but also can provide modularity at the level of parameterized design to leverage the hardware resources. To choose the best design, there is a need of adopting methodology to divide the portion of FPGA such that a small portion is reserved for employing security checks and rest are meant for calculation of data with a place and route policy that improves the throughput, that I believe will provide the highest benefits in the future if design cones are made to identify portion of designs having most amount of data communication and those data can be stored temporarily in the on chip memory for better performances. This calls for a pseudo-cache memory to be mindful of design dependency by integrating a customizable block focused at maintaining the dependency cone. To design such methodologies, proposals, and projects like usage of FireSim FPGA-accelerated simulation can be of great importance. Furthermore, the construction of deterministic simulation also necessitates FireSim to automate the interaction between the host machine and the FPGA, which means that FireSim users do not need to directly interact with the FPGA toolchain and the FPGA-specific configurations. [2]. These simulators can thus provide the infrastructure which can be configurable and reconfigurable. To design architecture intelligence and far-sightedness in controller and system policies in an architecture is necessary for obtaining good performance and efficiency (as well as better reliability, security, and perhaps other metrics) under a variety of system conditions and workloads.

Proposed usage encourages use of design having configurable and reconfigurable, modern architectures are poor at knowing and exploiting different properties of application and system data. If the characteristics of the data to be accessed or manipulated were known, the decisions taken could be very different: for example, if we knew the relative compressibility of different types of data, e.g., different data types or different objects [5], different components in the entire system could be designed in a manner that adaptively scales their capability to match the compressibility of different data elements, in order to maximize both performance and efficiency. Modifying the architecture and its interface to become richer and more expressive, and to include rich and accurate information on various properties of data that is to be processed, is therefore critical to customizing the architecture to the characteristics of the data and, thus, enabling intelligent adaptation of system policies to data characteristics.

1. GPGPU and Accelerators

## A major chunk of our invited talk describes in detail the characteristics of an intelligent computing architecture, by concrete examples and their empirical evaluation. This short paper does not go into detail but provides a brief overview with references to other works that exemplify such architectures. Multiple detailed versions of this talk can be found online [82, 139-142]. We also refer the reader to recent detailed survey and overview papers we have written on the topic [120, 4].

*DNN*

A data-centric architecture has at least four major characteristics. First, it enables processing capability in or near where data resides (i.e., in or near memory structures), as described in detail in [12]. Both PUM and PNM approaches can greatly accelerate real applications, including database systems, graph analytics, machine learning, genome analysis, GPU workloads, pointer- chasing-intensive workloads, data analytics, climate modeling, etc. Recent results show up to approximately two orders of magnitude improvement in energy and performance over conventional processor-centric systems.

*CNN*

A data-aware architecture understands what it can do with and to each piece of data (and associated computations on data) and uses this information about data characteristics to maximize system efficiency and performance. In other words, it customizes itself (i.e., its policies and mechanisms) to the characteristics of the data and computations it is dealing with. Such an architecture requires knowledge of various characteristics of different data elements and structures as well as computations.

CONCLUSION

## This paper aims at delivering the prospective research area in the field of hardware design for data intensive applications in the field of Machine Learning or Artificial Intelligence Hardware Systems. I am thankful to all the researchers in academic and industrial domain who have worked directly or indirectly to contribute towards increasing the computation capability of the systems with ever-increasing data-load in the age of data, and who have contributed to the various works described in this paper.
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